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STORAGE APPARATUS AND HIERARCHY
CONTROL METHOD

TECHNICAL FIELD

The present invention relates to a storage apparatus and a
hierarchy control method and can be suitably applied, for
instance, to a storage apparatus that is equipped with a
hierarchy control function.

BACKGROUND ART

Conventionally, the Thin Provisioning function has been
proposed as one function of a storage apparatus, and put into
practical application. The Thin Provisioning function is a
function of presenting, to a higher-level device (host com-
puter), a virtual volume (this is hereinafter referred to as the
“virtual volume”) as a logical volume to be used for the
reading and writing of user data, and dynamically assigning,
to the virtual volume, a physical storage area for actually
storing the user data in accordance with the status of use of
that virtual volume.

For all practical purposes, in a storage apparatus that is
equipped with the Thin Provisioning function, the inside of
the virtual volume is managed by being divided into a
plurality of unit areas (these are hereinafter referred to as the
“virtual pages”) of a predetermined size, and a storage area
provided by a storage device mounted in the storage appa-
ratus is managed as an aggregate of one or more logical
storage areas referred to as pools.

Here, the storage area in the pool is managed by being
divided into areas (these are hereinafter referred to as the
“logical pages”) of the same size as the virtual pages.
Moreover, the physical storage area provided by the storage
device is also managed by being divided into areas (these are
hereinafter referred to as the “physical pages™) of the same
size as the logical pages. In addition, associated with each of
these logical pages are respectively different physical pages
in a manner of one-to-many, many-to-many, or many-to-
one.

In addition, when the storage apparatus receives, from the
higher-level device, a write request for writing data in a
virtual page in a virtual volume to which a storage area has
not yet been assigned, the storage apparatus assigns a logical
page to that virtual page from a pool, and stores the
write-target data in a physical page that is associated with
that logical page.

According to this kind of Thin Provisioning function,
there is an advantage in that the storage area in the storage
apparatus can be efficiently used while presenting, to the
host apparatus, a volume of a capacity that is greater than the
storage area in the storage apparatus.

Moreover, in recent years, as technology that is related to
the Thin Provisioning function, also proposed is a function
of configuring one pool with storage areas respectively
provided by a plurality of types of storage devices having
different performances, measuring an access frequency in
virtual page units of the virtual volume, relocating data
written in a virtual page with a high access frequency to a
storage area provided by a storage device with a higher
performance, and relocating data written in a virtual page
with a low access frequency to a storage area provided by a
storage device with a lower performance (this is hereinafter
referred to as the “hierarchy control function™) (refer to PTL

1).
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2

Moreover, PTL 2 below discloses the placement of pages
based on the weighted average of the respective I/O counts
of a first cycle and a second cycle.

CITATION LIST
Patent Literature

[PTL 1]

Specification of U.S. Patent Application Publication No.
2011/0167236
[PTL 2]

Specification of U.S. Patent Application Publication No.
2012/0246386

SUMMARY OF INVENTION
Technical Problem

However, with PTL 1 above, the access frequency of each
virtual page in the virtual volume is measured for each one
given period of time, and the relocation destination is
determined based only on the measured access frequency.

Thus, there is a problem in that a virtual page, in which
the access frequency of the overall measurement cycle
became high as a result of the access frequency of only a
certain period in the cycle of measuring the access frequency
(this is hereinafter referred to as the “measurement cycle”)
being high, is also placed in a storage area with a high
performance even during a period in which the access
frequency in the measurement cycle is not high.

In the foregoing case, a high performance storage area for
which cost is high and preparation of a large capacity is
difficult will be occupied by data with a high access fre-
quency only during a certain period of the measurement
cycle. Due to the occurrence of this kind of event, data
which should originally have been placed in a high perfor-
mance storage area cannot be placed in a high performance
storage area, and there is a possibility that the reply perfor-
mance demanded in the storage apparatus cannot be exhib-
ited.

Moreover, when the reply performance demanded in the
storage apparatus cannot be exhibited as described above,
maintenance and performance investigation become neces-
sary, and there is a problem in that the system operation load
will increase by that much.

Moreover, with PTL 2 above, the I/O count is calculated
based on past monitor results, and there is a problem in that
it is not possible to deal with the increase in the /O count
in an immediate and short span.

Accordingly, if it is possible to place data to a more
appropriate storage hierarchy without requiring any con-
scious effort on the part of a system operator even with data
that is written in a virtual page with a temporarily high
frequency in a storage apparatus equipped with the forego-
ing hierarchy control function, it should be possible to
prevent the workload of system operation from increasing
while preventing the deterioration of system performance.

The present invention was devised in view of the fore-
going points, and an object of this invention is to propose a
storage apparatus and a hierarchy control method capable of
preventing the workload of system operation from increas-
ing while preventing the deterioration of system perfor-
mance.

Solution to Problem

The present invention for achieving the foregoing object
provides a storage apparatus which provides a virtual vol-



US 9,448,740 B2

3

ume to a higher-level device, manages the virtual volume by
internally dividing the virtual volume into unit areas of a
predetermined size, assigns a storage area to the correspond-
ing unit area in the virtual volume according to a write
request from the higher-level device for writing data into the
virtual volume, and stores the write-target data in the storage
area. The storage area is configured from a plurality of
storage hierarchies respectively having different perfor-
mances. The storage apparatus is provided with an access
frequency measurement unit for measuring an access fre-
quency of each of a plurality of measurement cycles for each
of the unit areas in the virtual volume, a hierarchy determi-
nation unit for determining, based on a measurement result
of the access frequency measurement unit, the storage
hierarchy which is proper as a placement destination of the
data written in each of the unit areas of the virtual volume,
and a relocation unit for relocating, with respect to the unit
area among each of the unit areas of the virtual volume in
which the storage hierarchy to which belongs the storage
area storing the data written in that unit area differs from the
storage hierarchy that was determined as being proper as the
placement destination of that data by the hierarchy deter-
mination unit, the data written in that unit area to the storage
area to which belongs the storage hierarchy that was deter-
mined as being proper by the hierarchy determination unit.

The present invention additionally provides a hierarchy
control method in a storage apparatus which provides a
virtual volume to a higher-level device, manages the virtual
volume by internally dividing the virtual volume into unit
areas of a predetermined size, assigns a storage area to the
corresponding unit area in the virtual volume according to a
write request from the higher-level device for writing data
into the virtual volume, and stores the write-target data in the
storage area. The storage area is configured from a plurality
of storage hierarchies respectively having different perfor-
mances. The hierarchy control method is provided with a
first step of measuring an access frequency of each of a
plurality of measurement cycles for each of the unit areas in
the virtual volume, a second step of determining, based on
a measurement result, the storage hierarchy which is proper
as a placement destination of the data written in each of the
unit areas of the virtual volume, and a third step of relocat-
ing, with respect to the unit area among each of the unit areas
of' the virtual volume in which the storage hierarchy to which
belongs the storage area storing the data written in that unit
area differs from the storage hierarchy that was determined
as being proper as the placement destination of that data by
the hierarchy determination unit, the data written in that unit
area to the storage area to which belongs the storage
hierarchy that was determined as being proper.

According to the storage apparatus and the hierarchy
control method of the present invention, it is possible to
determine the storage hierarchy of the placement destination
of data from the perspective a plurality of periods such as a
long-term perspective, a medium-term perspective, and a
short-term perspective. Accordingly, data can be placed to a
more appropriate storage hierarchy without requiring any
conscious effort on the part of a system operator.

Advantageous Effects of Invention

According to the present invention, it is possible to realize
a storage apparatus and a hierarchy control method capable
of preventing the workload of system operation from
increasing while preventing the deterioration of system
performance.
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BRIEF DESCRIPTION OF DRAWINGS

FIG. 1 is a block diagram showing the overall configu-
ration of the computer system according to this embodiment.
FIG. 2 is a conceptual diagram explaining the logical
configuration of the storage areas in the computer system.

FIG. 3 is a conceptual diagram explaining the correspon-
dence relation of the virtual pages, the logical pages and the
physical pages.

FIG. 4 is a conceptual diagram explaining the fixed
storage areas, the long-term storage areas and the temporary
storage areas of the first to third storage hierarchies accord-
ing to this embodiment.

FIG. 5 is a conceptual diagram explaining the first to third
time cycles.

FIG. 6 is a conceptual diagram explaining the respective
thresholds.

FIG. 7 is a chart explaining the relation of the IOPS in the
immediate first and second time cycles, and the proper
storage hierarchy and area attribute.

FIG. 8 is a chart explaining the relation of the IOPS in the
current storage hierarchy and immediate third time cycle,
and the proper storage hierarchy and area attribute.

FIG. 9 is a conceptual diagram showing the configuration
of the page management table.

FIG. 10 is a conceptual diagram showing the configura-
tion of the hierarchy management table.

FIG. 11 is a flowchart showing the processing routine of
the pool creation processing.

FIG. 12 is a flowchart showing the processing routine of
the virtual volume creation processing.

FIG. 13Ais a flowchart showing the processing routine of
the proper hierarchy determination processing.

FIG. 13B is a flowchart showing the processing routine of
the proper hierarchy determination processing.

FIG. 14 is a flowchart showing the processing routine of
the relocation processing.

DESCRIPTION OF EMBODIMENTS

One embodiment of the present invention is now
explained in detail with reference to the drawings.

(1) Configuration of Computer System in this Embodiment

In FIG. 1, 1 indicates the overall computer system of this
embodiment. The computer system 1 is configured from one
or more business servers 3 connected via a network 2, and
a storage apparatus 4.

The network 2 is configured, for example, from a SAN
(Storage Area Network), a LAN (Local Area Network),
internet, a public line or a dedicated line. Communication
between the business server 3 and the storage apparatus 4 via
the network 2 is conducted, for example, according to a fibre
channel protocol when the network 2 is a SAN, and accord-
ing to a TCP/IP (Transmission Control Protocol/Internet
Protocol) when the network 2 is a LAN.

The business server 3 is a server device for reading and
writing data from and to the storage apparatus 4, and
configured by comprising information processing resources
such as a CPU 10, a memory 11 and an interface 12.

The CPU 10 is a processor that governs the operational
control of the overall business server 3, and the memory 11
is mainly used for storing various programs such as an
application 13. As a result of the CPU 10 executing the
programs stored in the memory 11, the various types of
processing such as the reading and writing of data from and
to the storage apparatus 4 are executed. The interface 12 is
configured, for example, from an NIC (Network Interface
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Card), and executes processing such as protocol conversion
or the like during communication with the storage apparatus
4.

The storage apparatus 4 comprises a storage unit 21 for
storing data, and a controller 22 for controlling the I/O of
data to and from the storage unit 21.

The storage unit 21 is configured by comprising a plu-
rality of types of storage devices 30 with different perfor-
mances such as an SSD (Solid State Drive), a SAS (Serial
Attached SCSI) disk and a SATA (Serial AT Attachment)
disk. Among these plurality of types of storage devices 30,
one or more logical volumes VOL (refer to FIG. 2) are set
on the storage area provided by the plurality of storage
devices 30 of the same type.

The controller 22 comprises a CPU (Central Processing
Unit) 31, a memory 32, a cache memory 33, a host interface
34, a disk interface 35 and a management device 36, and
configured by the foregoing components being mutually
connected via an internal bus 37.

The CPU 31 is a processor that governs the operational
control of the overall storage apparatus 4. Moreover, the
memory 32 is mainly used for storing various programs and
various data. As a result of the CPU 31 executing the
programs stored in the memory 32, the storage apparatus 4
in its entirety executes the various types of processing as
described later. The cache memory 33 is used for tempo-
rarily storing and retaining data to be read from and written
in the storage device 30.

The host interface 34 is an interface to the network 2, and
is configured, for example, from an NIC. The CPU 31 sends
and receives read data or write data and various commands
such as a read command or a write command to and from the
business server 3 via the host interface 34.

The disk interface 35 is an interface to the storage device
30. The disk interface 35 reads and writes read data and
write data from and to an address location designated in the
read command or the write command by controlling the
corresponding storage device 30 according to the read
command or the write command from the business server 3
given via the host interface 34.

The management device 36 includes a display device (not
shown) configured from a liquid crystal panel or the like,
and an input device (not shown) configured from a key-
board, a mouse and the like, and is configured, for example,
from a laptop personal computer. The management device
36 is used for the maintenance and management of the
storage apparatus 4.

FIG. 2 shows the logical configuration of the storage areas
in the storage apparatus 4. In the storage apparatus 4, the
controller 22 manages the same type of one or more storage
devices 30 as one RAID (Redundant Arrays of Independent
Disks) group RG. In addition, one or more logical volumes
VOL are created on the physical storage area provided by the
respective storage devices 30 configuring the one RAID
group RG.

Moreover, the controller 22 manages, as a first storage
hierarchy (“Tier 1”), the storage area (logical volume VOL)
provided by the RAID group RG that is configured from the
storage devices 30 (hereinafter referred to as the “SSD
(Solid State Disks)”) with the highest performance among
the storage devices 30 mounted in the storage apparatus 4.
Similarly, the controller 22 manages, as a second storage
hierarchy (“Tier 2”), the storage area (logical volume VOL)
provided by the RAID group RG that is configured from the
storage devices 30 (hereinafter referred to as the “SAS
disks™) with the next highest performance among the storage
devices 30 mounted in the storage apparatus 4, and manages,
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6
as a third storage hierarchy (“Tier 3”), the storage area
(logical volume VOL) provided by the RAID group RG that
is configured from the storage devices 30 (hereinafter
referred to as the “SATA disks™) with the lowest perfor-
mance among the storage devices 30 mounted in the storage
apparatus 4.

In addition, the controller 22 manages, as a pool PL, the
plurality of types of logical volumes VOL belonging to each
of the first to third storage hierarchies. In other words, one
pool PL is configured from one or more logical volumes
VOL belonging to the first storage hierarchy, one or more
logical volumes VOL belonging to the second storage hier-
archy, and one or more logical volumes VOL belonging to
the third storage hierarchy. Moreover, one or more virtual
volumes VVOL are created on the pool PL, and these virtual
volumes VVOL are provided to the business server 3.

In addition, when a write request is given from the
business server 3 for writing data in a virtual page VP in a
virtual volume VVOL to which a logical page has not yet
been assigned as shown in FIG. 3, the controller 22 assigns
a logical page LP to the virtual volume VVOL from a logical
volume VOL belonging to any one of the storage hierarchies
(first to third storage hierarchies) in the pool PL associated
with that virtual volume VVOL, and stores the write-target
data in the physical page PP associated with that logical page
LP.

Note that, in the case of this embodiment, upon assigning
the logical page LP to the virtual volume VVOL, the
controller 22 assigns the logical page LP from the logical
volume VOL belonging to the highest storage hierarchy
among the storage hierarchies to which the logical page LP
can be assigned. In the foregoing case, the hierarchical
relation of the storage hierarchies is determined based on the
performance of the storage device 30 to provide the storage
area configuring the storage hierarchy, and the storage
hierarchy to which the belongs the logical volume VOL
provided by a storage device 30 with a higher performance
becomes a storage hierarchy of a higher level. Accordingly,
the second storage hierarchy is managed as a storage hier-
archy that is of a higher level than the third storage hierar-
chy, and the first storage hierarchy is managed as a storage
hierarchy that is of a higher level than the second storage
hierarchy.

Moreover, the controller 22 constantly measures the num-
ber of accesses per second from the business server 3 to a
virtual page VP (this is hereinafter referred to as the “IOPS
(Input Output per second)”) regarding all virtual pages VP
in all virtual volumes VVOL created in the storage apparatus
4. In addition, the controller 22 executes proper hierarchy
determination processing of determining the respective stor-
age hierarchies that are proper as the placement destination
of the data written in that virtual page VP based on the IOPS
from the business server 3 to the virtual page VP regarding
the respective virtual pages VP to which data was written
from the business server 3.

In addition, the controller 22 thereafter executes reloca-
tion processing of relocating, with respect to the virtual page
VP among each of the virtual pages VP of the virtual volume
VVOL in which the storage hierarchy to which belongs the
logical page LP (more accurately the physical page PP)
storing the data written in that virtual page VP differs from
the storage hierarchy that was determined as being proper as
the placement destination of that data in the proper hierarchy
determination processing, the data written in that virtual
page VP to the physical page PP corresponding to the logical
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page LP to which belongs the storage hierarchy that was
determined as being proper in the proper hierarchy deter-
mination processing.

(2) Storage Hierarchy Control Function of this Embodiment

The storage hierarchy control function of this embodi-
ment provided to the storage apparatus 4 of this embodiment
is now explained.

In the case of this embodiment, the controller 22 of the
storage apparatus 4 logically or physically divides the stor-
age area of the respective storage hierarchies (first to third
storage hierarchies) in the pool into three areas as shown in
FIG. 4, manages one of those areas as a fixed storage area
(H1, M1 and L1 of FIG. 4), manages one of the two
remaining areas as a long-term storage area (H2, M2 and .2
of FIG. 4), and the other area as a temporary storage area
(H3, M3 and L3 of FIG. 4). Note that, in FIG. 4, the
alphabets of “H”, “M” and “L” respectively represent the
respective storage hierarchies (first, second or third storage
hierarchy), and the numbers of “1”, “2” and “3” on the right
side of the alphabet respectively represent the attributes of
the corresponding areas in each of the corresponding storage
hierarchies (respectively the fixed storage area, the long-
term storage area or the temporary storage area). The same
applies in the ensuing explanation.

Moreover, in the case of this embodiment, the controller
22 measures the average value of IOPS of each of a plurality
of measurement cycles (this is hereinafter referred to as the
“access frequency”) for each virtual page VP of the respec-
tive virtual volumes VVOL. Note that, in the ensuing
explanation, as shown in FIG. 5, the plurality of measure-
ment cycles are respectively indicated as an X time cycle, a
Y time cycle and a Z time cycle, and, among the X time, the
Y time and the Z time, the X time is the longest (for example,
24 hours), the Z time is the next longest (for example, 2
hours), and the Y time is the shortest (for example, 1 hour).

In addition, as shown in FIG. 6, the controller 22 stores
and retains, in the memory 32 (FIG. 1), a first threshold (this
is hereinafter referred to as the “first access frequency
threshold”) Ia and a second threshold (this is hereinafter
referred to as the “second access frequency threshold) Ib to
become the reference values upon determining in which
logical page LP belonging to which storage hierarchy,
among the first to third storage hierarchies, the data written
in each of the pre-set virtual pages VP should be stored.

In the foregoing case, the first access frequency threshold
Ia is the reference value upon determining in which logical
page LP of either the first or second storage hierarchy the
data written in the virtual page VP should be stored, and the
second access frequency threshold Ib is the reference value
upon determining in which logical page LP of either the
second or third storage hierarchy the data written in the
virtual page VP should be stored.

Moreover, before and after the first access frequency
threshold Ia, set are a first low-side access frequency thresh-
old Tam in which the access frequency is lower than the first
access frequency threshold Ia by a predetermined amount
and a first high-side access frequency threshold Iah in which
the access frequency is higher than the first access frequency
threshold la by a predetermined amount. In addition, before
and after the second access frequency threshold Ib, set are a
second low-side access frequency threshold Ibl in which the
access frequency is lower than the second access frequency
threshold Ib by a predetermined amount, and a second
high-side access frequency threshold Ibm in which the
access frequency is higher than the second access frequency
threshold Ib by a predetermined amount.
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In addition, as the foregoing proper hierarchy determina-
tion processing, the controller 22 determines, for example,
in the Y time cycle, the storage hierarchy that is proper as the
placement destination of the data written in the respective
virtual pages VP in the virtual volume VVOL.

For all practical purposes, with respect to a virtual page
VP to which is assigned a logical page LP belonging to the
long-term storage area (H2, M2 or [.2) of the first to third
storage hierarchies among the respective virtual pages VP in
the virtual volume VVOL to which data was written, the
controller 22 compares the access frequency (Ix) of the
immediate X time with the first and second access frequency
thresholds Ia, Ib, and compares the access frequency (ly) of
the immediate Y time with the first high-side access fre-
quency threshold Iah, the first low-side access frequency
threshold lam, the second high-side access frequency thresh-
old Ibm and/or the second low-side access frequency thresh-
old Ibl.

In the foregoing case, for instance, as shown in FIG. 7,
when the access frequency (Ix) in the immediate X time is
not less than the first access frequency threshold la and the
access frequency (ly) in the immediate Y time is not less
than the first low-side access frequency threshold lam, it is
considered that the access frequency to the corresponding
virtual page VP is high from both a long-term perspective
and a short-term perspective. Consequently, here, the con-
troller 22 determines the long-term storage area (H2) of the
first storage hierarchy as the appropriate placement destina-
tion of the data written in the corresponding virtual page VP.

Moreover, when the access frequency (Ix) in the imme-
diate X time is no less than the first access frequency
threshold Ia and the access frequency (ly) in the immediate
Y time is less than the first low-side access frequency
threshold lam, while the current access frequency to the
corresponding virtual page VP is not that high from a
short-term perspective, since it is high from a long-term
perspective, it is assumed that the access frequency to that
virtual page VP will increase in the future. Consequently,
here, the controller 22 determines the temporary storage area
(H3) of the second storage hierarchy as the appropriate
placement destination of the data written in the correspond-
ing virtual page VP.

Meanwhile, when the access frequency (Ix) in the imme-
diate X time is less than the first access frequency threshold
Ia and not less than the second access frequency threshold
Ib, and the access frequency (ly) in the immediate Y time is
not less than the first high-side access frequency threshold
Iah, while the access frequency to the corresponding virtual
page VP is not that high from a long-term perspective, since
it is high from a short-term perspective, it is assumed that the
immediate access frequency is temporarily high. Conse-
quently, here, the controller 22 determines the temporary
storage area (H3) of the first storage hierarchy as the
appropriate placement destination of the data written in the
corresponding virtual page VP.

Moreover, when the access frequency (Ix) in the imme-
diate X time is less than the first access frequency threshold
Ia and not less than the second access frequency threshold
Ib, and the access frequency (ly) in the immediate Y time is
less than the first high-side access frequency threshold Iah
and not less than the second low-side access frequency
threshold Ibl, since the current access frequency is not that
high from both a long-term perspective and a short-term
perspective, it is assumed that the access frequency will not
drastically increase in the future. Consequently, here, the
controller 22 determines the long-term storage area (M2) of
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the second storage hierarchy as the appropriate placement
destination of the data written in the corresponding virtual
page VP.

In addition, when the access frequency (Ix) in the imme-
diate X time is less than the first access frequency threshold
Ia and not less than the second access frequency threshold
Ib, and the access frequency (ly) in the immediate Y time is
less than the second high-side access frequency threshold
Iah, while the access frequency is low from a short-term
perspective, since the access frequency is not that low from
a long-term perspective, it is assumed that the access fre-
quency may return to a level of being not too high and not
too low in the future. Consequently, here, the controller 22
determines the temporary storage arca (L.3) of the third
storage hierarchy as the appropriate placement destination of
the data written in the corresponding virtual page VP.

Meanwhile, when the access frequency (Ix) in the imme-
diate X time is less than the second access frequency
threshold Ib and the access frequency (ly) in the immediate
Y time is not less than the second high-side access frequency
threshold Ibm, while the access frequency is in a state of
being not too high and not too low from a short-term
perspective, since the access frequency is low from a long-
term perspective, it is assumed that the access frequency
may decrease in the future. Consequently, here, the control-
ler 22 determines the temporary storage areca (M3) of the
second storage hierarchy as the appropriate placement des-
tination of the data written in the corresponding virtual page
VP.

Moreover, when the access frequency (Ix) in the imme-
diate X time is less than the second access frequency
threshold Ib, and the access frequency (Iy) in the immediate
Y time is less than the second high-side access frequency
threshold Ibm, since the access frequency is low from both
a long-term perspective and a short-term perspective, it is
assumed that the access frequency will change at a low level
in the future. Consequently, here, the controller 22 deter-
mines the long-term storage area (L.3) of the third storage
hierarchy as the appropriate placement destination of the
data written in the corresponding virtual page VP.

Meanwhile, with respect to a virtual page VP to which is
assigned a logical page LP belonging to the temporary
storage area (H3, M3 or L.3) of the first to third storage
hierarchies among the respective virtual pages VP in the
virtual volume VVOL to which data was written, the con-
troller 22 determines whether that data should be placed in
the long-term storage area (H2, M2 or [.2) of the same
storage hierarchy, or in the long-term storage area (H2, M2
or [.2) of another storage hierarchy.

Specifically, with respect to a virtual page VP to which is
assigned a logical page LP belonging to the temporary
storage area (H3, M3 or L.3) of the first to third storage
hierarchies, the controller 22 compares the access frequency
(Iz) in the immediate Z time with the first high-side access
frequency threshold Iah, the first low-side access frequency
threshold lam, the second high-side access frequency thresh-
old Ibm or the second low-side access frequency threshold
Tbl.

In the foregoing case, for instance, as shown in FIG. 8,
when the data written in the target virtual page VP is stored
in the temporary storage area (H3) of the first storage
hierarchy, and the access frequency (Iz) in the immediate 7
time is not less than the first high-side access frequency
threshold Iah, the access frequency to the corresponding
virtual page VP is assumed to also be high in the future even
from a medium-term perspective. Consequently, here, the

10

15

20

25

30

35

40

45

50

55

60

65

10

controller 22 determines that the data written in that virtual
page VP should be placed in the long-term storage area (H2)
of the first storage hierarchy.

Moreover, when the data written in the target virtual page
VP is stored in the temporary storage area (H3) of the first
storage hierarchy, and the access frequency (Iz) in the
immediate Z time is less than the first high-side access
frequency threshold Iah, while the access frequency to the
corresponding virtual page VP is temporarily high for a short
period of time, it is assumed to become lower in the future
from a medium-term perspective. Consequently, here, the
controller 22 determines that the data written in that virtual
page VP should be placed in the long-term storage area (M2)
of the second storage hierarchy.

Meanwhile, when the data written in the target virtual
page VP is stored in the temporary storage areca (M3) of the
second storage hierarchy, and the access frequency (Iz) in
the immediate Z time is not less than the first low-side access
frequency threshold lam, the access frequency to the corre-
sponding virtual page VP is assumed to become higher in the
future from both a short-term perspective and a medium-
term perspective. Consequently, here, the controller 22
determines that the data written in that virtual page VP
should be placed in the long-term storage area (H2) of the
first storage hierarchy.

Moreover, when the data written in the target virtual page
VP is stored in the temporary storage area (M2) of the
second storage hierarchy, and the access frequency (Iz) in
the immediate Z time is less than the first low-side access
frequency threshold Iam and not less than the second
high-side access frequency threshold Ibm, the access fre-
quency to the corresponding virtual page VP is assumed to
maintain a state of a level that is not high or low in the future
even from a medium-term perspective. Consequently, here,
the controller 22 determines that the data written in that
virtual page VP should be placed in the long-term storage
area (M2) of the second storage hierarchy.

In addition, when the data written in the target virtual page
VP is stored in the temporary storage area (M3) of the
second storage hierarchy, and the access frequency (Iz) in
the immediate Z time is less than the first low-side access
frequency threshold lam, the access frequency to the corre-
sponding virtual page VP is assumed to become lower in the
future even from a medium-term perspective. Consequently,
here, the controller 22 determines that the data written in that
virtual page VP should be placed in the long-term storage
area (L2) of the third storage hierarchy. Meanwhile, when
the data written in the target virtual page VP is stored in the
temporary storage area (L.3) of the third storage hierarchy,
and the access frequency (I1z) in the immediate Z time is not
less than the second low-side access frequency threshold Ibl,
the access frequency to the corresponding virtual page VP is
assumed to become higher in the future from a medium-term
perspective. Consequently, here, the controller 22 deter-
mines that the data written in that virtual page VP should be
placed in the long-term storage area (M2) of the second
storage hierarchy.

Moreover, when the data written in the target virtual page
VP is stored in the temporary storage area (1.3) of the third
storage hierarchy, and the access frequency (Iz) in the
immediate Z time is less than the second low-side access
frequency threshold Ibl, the access frequency to the corre-
sponding virtual page VP is assumed to become lower in the
future from a medium-term perspective. Consequently, here,
the controller 22 determines that the data written in that
virtual page VP should be placed in the long-term storage
area (L.2) of the third storage hierarchy.
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Subsequently, when the controller 22 determines, in the
manner described above, the proper placement destination
of data written in the respective virtual pages VP regarding
the virtual pages VP in which data is stored in the long-term
storage area (H2, M2, [.2) and the temporary storage area
(H3, M3, L3) of the respective storage hierarchies among all
virtual pages VP in the respective virtual volumes VVOL
with data written therein, the controller 22 relocates, as
needed, the data written in the respective virtual pages VP to
a logical page LP belonging to the corresponding area
(long-term storage area or temporary storage area) in each of
the corresponding storage hierarchies (first to third storage
hierarchies) in accordance with the foregoing determination
result (relocation processing).

Note that, in this embodiment, the user can designate, in
data units, certain data to be fixed and placed in the intended
storage hierarchy, and such designated data is stored in the
fixed storage area (H1, M1, L.1) of the designated storage
hierarchy. In addition, a virtual page VP with such data
written therein is not subject to the proper hierarchy deter-
mination processing and the relocation processing. Accord-
ingly, the foregoing data is not relocated and constantly
maintained in a state of being placed in the designated
storage hierarchy.

As means for realizing the foregoing hierarchy control
function according to this embodiment, the memory 32
(FIG. 1) of the storage apparatus 4 stores a page manage-
ment table 40 shown in FIG. 9, and a hierarchy management
table 41 shown in FIG. 10.

Among the above, the page management table 40 is a
table that is used for managing the logical pages LP in the
respective pools PL created in the storage apparatus 4, and
is configured, as shown in FIG. 9, from a pool number
column 40A, a capacity column 40B, a page number column
40C, a virtual volume number column 40D, an assignment
column 40E, a storage hierarchy/area attribute column 40F,
a first access frequency column 40G, a second access
frequency column 40H, a third access frequency column
401, a hierarchy fixation column 40J, and a corresponding
physical page column 40K.

The pool number column 40A stores the identifier
assigned to each of the pools PL created in the storage
apparatus 4, and the capacity column 40B stores the capacity
of'the corresponding pool PL. The page number column 40C
stores the identifier (page number) assigned to each of the
logical pages LP in the corresponding pool PL. Note that the
page number assigned to each of the logical pages LP in the
respective pools PL is unique to that logical page LP in the
storage apparatus 4, and assigned so that it will not overlap
with any page number of any logical page LP in any of the
pools PL.

The assignment column 40F stores information indicating
whether the corresponding logical page LP has been
assigned to any one of the virtual pages VP in any one of the
virtual volumes VVOL (“Assigned” is indicated when
assigned and “Not assigned” is indicated when not yet
assigned), and the virtual volume number column 40D
stores, when the corresponding logical page VP has been
assigned to any one of the virtual pages VP, the volume
number (LUN: Logical Unit Number) of the virtual volume
VVOL having that virtual page VP. Note that when the
corresponding logical page LP is not assigned to any one of
the virtual pages VP, the virtual volume number column 40D
stores information (“Not assigned”) indicating such non-
assignment. The storage hierarchy/area attribute column 40F
stores the storage hierarchy to which the corresponding
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logical page LP belongs and the identifier (H1 to H3, M1 to
M3, L1 to L3) indicating that storage hierarchy.

The first access frequency column 40G stores the access
frequency (Ix), in the immediate X time, to the virtual page
VP to which the corresponding logical page LP was
assigned, and the second access frequency column 40H
stores the access frequency (ly), in the immediate Y time, to
that virtual page VP. Similarly, the third access frequency
column 401 stores the access frequency (Iz), in the imme-
diate Z time, to that virtual page VP. Note that the access
frequencies (Ix to Iz) stored in the first to third access
frequency columns 40G to 401 are updated in the Y time
cycle based on the IOPS to the individual virtual pages VP
measured based on the measurement function of the storage
apparatus 4.

The hierarchy fixation column 407 stores, when the stor-
age hierarchy of the placement destination of data is desig-
nated for that data written in a virtual page VP to which the
corresponding logical page LP was assigned, the identifier
(H1, M1 or L1) representing the fixed storage area in that
storage hierarchy, and stores, when there is no such desig-
nation, information (“None”) indicating such non-designa-
tion. The corresponding physical page column 40K stores
the page number of the physical page PP associated with the
corresponding logical page LP.

Meanwhile, the hierarchy management table 41 is a table
that is used for managing the configuration of the first to
third storage hierarchies in one pool, and created for each
pool PL. The hierarchy management table 41 is configured,
as shown in FIG. 10, from a storage hierarchy/area attribute
column 41A, a RAID group column 41B, a RAID level
column 41C, a storage device type column 41D and an
emulation type column 41E.

The storage hierarchy/area attribute column 41A stores
the identifier (H1 to H3, M1 to M3 and L1 to L3) repre-
senting each of the storage areas (fixed storage area, long-
term storage area or temporary storage area) in the first to
third storage hierarchies in the corresponding pool PL, and
the RAID group column 41B stores the identifier of the
RAID group RG (FIG. 2) to provide the area of the corre-
sponding area attribute in the corresponding storage hierar-
chy.

The RAID level column 41C is configured from a level
column 41CA and a configuration column 41CB. The level
column 41CA stores the RAID level of the corresponding
RAID group RG, and the configuration column 41CB stores
the RAID configuration of the corresponding RAID group
RG. Note that, as the RAID level, there are, for instance,
“RAID 17 to “RAID 6” and “RAID 1+0 ”. Moreover, in the
configuration column 41CB, the numerical value on the left
side of “D” represents the number of storage devices 30
storing the data, and the numerical value on the left side of
“P” represents the number of storage devices 30 storing
parity. Accordingly, for instance, “3D+1P” represents that
the corresponding RAID group RG is configured from four
storage devices 30, and among those three storage devices
30 are used for storing data and one storage device 30 is used
for storing parity.

The storage device type column 41D is configured from
a type column 41DA and a capacity column 41DB. The type
column 41DA stores the type of the storage device 30
(“SSD”, “SAS” or “SATA”) configuring the corresponding
RAID group RG, and the capacity column 41DB stores the
individual storage capacities of those storage devices 30.
The emulation type column 41E stores the emulation type of
the corresponding RAID group RG.
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Accordingly, in the example of FIG. 10, the fixed storage
area (“H1”) of the first storage hierarchy of the correspond-
ing pool PL is configured from the storage area (logical
volume VOL) provided by two RAID groups RG respec-
tively assigned the identifier of “1-1” or “1-2”, and among
the above the RAID group RG of “1-1” is a RAID group RG
that is configured from a “200 GB” “SSD”, has a RAID level
of “RAID 57, and has a RAID configuration of “3D+1”, and
in which the emulation type is “openV”.

(3) Processing of CPU Related to Hierarchy Storage Control
Function

The specific processing contents of the CPU 31 (FIG. 2)
in the controller 22 of the storage apparatus 4 related to the
hierarchy storage control function of this embodiment is
now explained.

(3-1) Pool Creation Processing

FIG. 11 shows the processing routine of pool creation
processing that is executed by the CPU 31 of the storage
apparatus 4 when a command for creating a pool (this is
hereinafter referred to as the “pool creation command”) is
input via the management device 36 (FIG. 1).

When the management device 36 is operated and a
plurality of logical volumes VOL of a plurality of types are
designated, and the CPU 31 receives a pool creation com-
mand for creating a pool PL configured from the foregoing
logical volumes VOL, the CPU 31 stars the pool creation
processing shown in FIG. 11, and foremost determined
whether the total number of pools PL existing in the storage
apparatus 4 will be less than a predetermined limiting value
even when the designated pool PL is created (SP1).

When the CPU 31 obtains a negative result in the fore-
going determination, the CPU 31 cancels the creation of the
designated pool PL, causes a display device of the manage-
ment device 36 to display a warning to the effect that the
designated pool PL cannot be created (SP7), and thereafter
ends this pool creation processing.

Meanwhile, when the CPU 31 obtains a positive result in
the determination of step SP1, the CPU 31 determines
whether the logical volume VOL that was designated as the
logical volume VOL to configure the pool PL to be newly
created can be used as the logical volume VOL to configure
the pool PL (for example, whether the corresponding logical
volume VOL is being directly provided to the business
server 3) (SP2). When the CPU 31 obtains a negative result
in the foregoing determination, the CPU 31 proceeds to step
SP7 and, after performing step SP7 in the same manner as
described above, ends this pool creation processing.

Meanwhile, when the CPU 31 obtains a positive result in
the determination of step SP2, the CPU 31 determines
whether the total capacity of the respective logical volumes
VOL in the pool PL to be created (that is, the capacity of that
pool PL) is less than a predetermined limiting value (SP3).
When the CPU 31 obtains a negative result in the foregoing
determination, the CPU 31 proceeds to step SP7 and, after
performing step SP7 in the same manner as described above,
ends this pool creation processing.

When the CPU 31 obtains a positive result in the deter-
mination of step SP3, the CPU 31 confirms the respective
types of the storage devices 30 to provide the respective
logical volumes VOL that were designated as the logical
volumes VOL to configure the pool PL to be created (SP4).

Subsequently, the CPU 31 determines, based on the
confirmation result of step SP4, whether the number of types
of the storage devices 30 to provide the respective logical
volumes VOL that were designated as the logical volumes
VOL to configure the pool PL to be created is less than a
predetermined limiting value (SP5).
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For example, with the storage apparatus 4 according to
this embodiment, the respective pools PL do not necessarily
have to be configured from the first to third storage hierar-
chies, and the storage hierarchies may also be configured
from only the first and second storage hierarchies. Thus,
when the number of types of the storage devices 30 to
provide the respective logical volumes VOL that were
designated as the logical volumes VOL to configure the pool
PL to be created is three types, a negative result will be
obtained in step SP5. Consequently, when the CPU 31
obtains a negative result in the foregoing determination, the
CPU 31 proceeds to step SP7 and, after performing step SP7
in the same manner as described above, ends this pool
creation processing.

Meanwhile, when the CPU 31 obtains a positive result in
the determination of step SP5, the CPU 31 creates the
designated pool PL. Specifically, the CPU 31 retains, in the
memory 32 (FIG. 1), a table not shown for managing the
logical volumes VOL configuring the respective pools PL in
the storage apparatus 4 (this is hereinafter referred to as the
“pool management table”), and registers, in this pool man-
agement table, the pool PL to be newly created, and the
logical volumes VOL to configure that pool PL (SP6).

When the CPU 31 creates the pool PL as described above,
the CPU 31 ends this pool creation processing.

(3-2) Virtual Volume Creation Processing

Meanwhile, FIG. 12 shows the processing routine of the
virtual volume creation processing that is executed by the
CPU 31 of the storage apparatus 4 when a command for
creating a virtual volume VVOL (this is hereinafter referred
to as the “virtual volume creation command”) is input via the
management device 36 (FIG. 1).

When the management device 36 is operated and infor-
mation such as the number of virtual volumes VVOL to be
created, the capacity of the respective virtual volumes
VVOL, the volume number of the respective virtual vol-
umes VVOL, and the identification number of the pool PL
to be associated with the created virtual volumes VVOL
(hereinafter collectively referred to as the “virtual volume
creation information”) is input, and a command for creating
that virtual volume VVOL (virtual volume creation com-
mand) is input, the CPU 31 commences the virtual volume
creation processing, and foremost determines, based on the
input virtual volume creation information, whether the
capacity of each virtual volume VVOL to be created is less
than a predetermined limiting value (SP10).

When the CPU 31 obtains a negative result in the fore-
going determination, the CPU 31 cancels the creation of the
virtual volume VVOL, causes the display device of the
management device 36 to display the cause of cancellation
(SP14), and thereafter ends this virtual volume creation
processing.

Meanwhile, when the CPU 31 obtains a positive result in
the determination of step SP10, the CPU 31 determines
whether the total value of the number of virtual volumes
VVOL to be created and the number of virtual volumes
VVOL that currently exist in the storage apparatus 4 will be
less than a predetermined limiting value (SP11).

When the CPU 31 obtains a negative result in the fore-
going determination, the CPU 31 proceeds to step SP14 and,
after performing step SP14 in the same manner as described
above, ends this virtual volume creation processing.

Meanwhile, when the CPU 31 obtains a positive result in
the determination of step SP11, the CPU 31 determines,
based on the virtual volume creation information, whether
the input volume number to be assigned to the virtual
volume VVOL to be created is unused (SP12).
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When the CPU 31 obtains a negative result in the fore-
going determination, the CPU 31 proceeds to step SP14 and,
after performing step SP14 in the same manner as described
above, ends this virtual volume creation processing.

Meanwhile, when the CPU 31 obtains a positive result in
the determination of step SP12, the CPU 31 creates all
designated virtual volumes VVOL based on the virtual
volume creation information (SP13). Specifically, the CPU
31 retains, in the memory 32 (FIG. 1), a management table
not shown for managing the virtual volumes VVOL (this is
hereinafter referred to as the “virtual volume management
table”), and creates the virtual volumes VVOL by register-
ing necessary information in this virtual volume manage-
ment table. The CPU 31 thereafter ends this virtual volume
creation processing.

(3-3) Proper Hierarchy Determination Processing

FIG. 13 shows the specific processing contents of the
proper hierarchy determination processing to be executed by
the CPU 31 in the Y time cycle in relation to the hierarchy
storage control function according to this embodiment
described above. The CPU 31 determines the proper storage
hierarchies as the placement destination of the data written
in the respective virtual pages VP of the virtual volume
VVOL according to the processing routine shown in FIG.
13.

In other words, when the CPU 31 starts this proper
hierarchy determination processing, the CPU 31 foremost
refers to the page management table 40 (FIG. 9), selects one
virtual page VP to which the processing of step SP31 onward
has not yet been performed (SP30), and determines, based
on the page management table 40, whether a storage hier-
archy of the placement destination has been designated for
the data written in the selected virtual page (this is herein-
after referred to as the “selected virtual page”) VP (SP31).

When the CPU 31 obtains a positive result in the fore-
going determination, the CPU 31 controls the corresponding
storage device 30, as needed, to relocate the data written in
the selected virtual page VP to the fixed storage area (H1,
M1 or L1) in the designated first, second or third storage
hierarchy (S32), and thereafter proceeds to step SP47.

Meanwhile, when the CPU 31 obtains a negative result in
the determination of step SP31, the CPU 31 refers to the
page management table 40, and determines whether the
storage hierarchy and area attribute to which the logical page
LP currently assigned to the selected virtual page VP is one
among “H2”, “M2” and “L2” (SP33).

When the CPU 31 obtains a negative result in the fore-
going determination, the CPU 31 refers to a management
table not shown indicating which logical page LP is assigned
to the respective virtual pages VP of the respective virtual
volumes VVOL (this is hereinafter referred to as the “logical
page assignment destination management table”) and the
page management table 40, and determines whether the
access frequency (Ix), in the immediate X time, to the
selected virtual page VP is not less than the first access
frequency threshold Ia (SP34). Moreover, when the CPU 31
obtains a positive result in the foregoing determination, the
CPU 31 refers to the foregoing logical page assignment
destination management table and page management table
40, and determines whether the access frequency (ly), in the
immediately Y time, to the selected virtual page VP is not
less than the first low-side access frequency threshold lam
(SP35).

When the CPU 31 obtains a positive result in the fore-
going determination, the CPU 31 determines the storage
hierarchy and area attribute which are proper as the place-
ment destination of the data written in the selected virtual
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page VP as “H2” (SP36), and thereafter proceeds to step
SP60. Moreover, when the CPU 31 obtains a negative result
in the determination of step SP35, the CPU 31 determines
the storage hierarchy and area attribute which are proper as
the placement destination of the data written in the selected
virtual page VP as “M3” (SP37), and thereafter proceeds to
step SP60.

Meanwhile, when the CPU 31 obtains a negative result in
the determination of step SP34, the CPU 31 refers to the
foregoing logical page assignment destination management
table and page management table 40, and determines
whether the access frequency (Ix), in the immediate X time,
to the selected virtual page VP is not less than the second
access frequency threshold Ib (SP38).

When the CPU 31 obtains a positive result in the fore-
going determination, the CPU 31 refers to the foregoing
logical page assignment destination management table and
page management table 40, and determines whether the
access frequency (ly), in the immediate Y time, to the
selected virtual page VP is not less than the first high-side
access frequency threshold Iah (SP39). When the CPU 31
obtains a positive result in the foregoing determination, the
CPU 31 determines the storage hierarchy and area attribute
which are proper as the placement destination of the data
written in the selected virtual page VP as “H3” (SP40), and
thereafter proceeds to step SP60.

Moreover, when the CPU 31 obtains a negative result in
the determination of step SP41, the CPU 31 refers to the
foregoing logical page assignment destination management
table and page management table 40, and determines
whether the access frequency (ly), in the immediately Y
time, to the selected virtual page VP is not less than the
second low-side access frequency threshold Ibl (SP41).
When the CPU 31 obtains a positive result in the foregoing
determination, the CPU 31 determines the storage hierarchy
and area attribute which are proper as the placement desti-
nation of the data written in the selected virtual page VP as
“M2” (SP42), and thereafter proceeds to step SP60. More-
over, when the CPU 31 obtains a negative result in the
determination of step SP41, the CPU 31 determines the
storage hierarchy and area attribute which are proper as the
placement destination of the data written in the selected
virtual page VP as “L.3” (SP43), and thereafter proceeds to
step SP60.

Meanwhile, when the CPU 31 obtains a negative result in
the determination of step SP38, the CPU 31 refers to the
foregoing logical page assignment destination management
table and page management table 40, and determines
whether the access frequency (ly), in the immediately Y
time, to the selected virtual page VP is not less than the
second high-side access frequency threshold Ibm (SP44).
When the CPU 31 obtains a positive result in the foregoing
determination, the CPU 31 determines the storage hierarchy
and area attribute which are proper as the placement desti-
nation of the data written in the selected virtual page VP as
“M3” (SP45), and thereafter proceeds to step SP60. More-
over, when the CPU 31 obtains a negative result in the
determination of step SP44, the CPU 31 determines the
storage hierarchy and area attribute which are proper as the
placement destination of the data written in the selected
virtual page VP as “1.2” (SP46), and thereafter proceeds to
step SP60.

Meanwhile, when the CPU 31 obtains a negative result in
the determination of step SP33, the CPU 31 refers to the
foregoing logical page assignment destination management
table and page management table 40, and determines
whether the storage hierarchy and area attribute to which the
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logical page LP currently assigned to the selected virtual
page VP belongs is “H3” (SP47).

When the CPU 31 obtains a positive result in the fore-
going determination, the CPU 31 refers to the foregoing
logical page assignment destination management table and
page management table 40, and determines whether the
access frequency (Iz), in the immediate 7Z time, to the
selected virtual page VP is not less than the first high-side
access frequency threshold Iah (SP48). When the CPU 31
obtains a positive result in the foregoing determination, the
CPU 31 determines the storage hierarchy and area attribute
which are proper as the placement destination of the data
written in the selected virtual page VP as “H2” (SP49), and
thereafter proceeds to step SP60. Moreover, when the CPU
31 obtains a negative result in the determination of step
SP48, the CPU 31 determines the storage hierarchy and area
attribute which are proper as the placement destination of
the data written in the selected virtual page VP as “M2”
(SP50), and thereafter proceeds to step SP60.

Meanwhile, when the CPU 31 obtains a negative result in
the determination of step SP47, the CPU 31 refers to the
foregoing logical page assignment destination management
table and page management table 40, and determines
whether the storage hierarchy and area attribute to which the
logical page LP currently assigned to the selected virtual
page VP belongs is “M3” (SP51).

When the CPU 31 obtains a positive result in the fore-
going determination, the CPU 31 refers to the foregoing
logical page assignment destination management table and
page management table 40, and determines whether the
access frequency (Iz), in the immediately Z time, to the
selected virtual page VP is not less than the first low-side
access frequency threshold lam (SP52). When the CPU 31
obtains a positive result in the foregoing determination, the
CPU 31 determines the storage hierarchy and area attribute
which are proper as the placement destination of the data
written in the selected virtual page VP as “H2” (SP53), and
thereafter proceeds to step SP60.

Meanwhile, when the CPU 31 obtains a negative result in
the determination of step SP52, the CPU 31 refers to the
foregoing logical page assignment destination management
table and page management table 40, and determines
whether the access frequency (Iz), in the immediate Z time,
to the selected virtual page VP is not less than the second
high-side access frequency threshold Ibm (SP54). When the
CPU 31 obtains a positive result in the foregoing determi-
nation, the CPU 31 determines the storage hierarchy and
area attribute which are proper as the placement destination
of the data written in the selected virtual page VP as “M2”
(SP55), and thereafter proceeds to step SP60. Moreover,
when the CPU 31 obtains a negative result in the determi-
nation of step SP54, the CPU 31 determines the storage
hierarchy and area attribute which are proper as the place-
ment destination of the data written in the selected virtual
page VP as “L2” (SP56), and thereafter proceeds to step
SP60.

Meanwhile, when the CPU 31 obtains a negative result in
the determination of step SP51, the CPU 31 refers to the
foregoing logical page assignment destination management
table and page management table 40, and determines
whether the access frequency (Iz), in the immediate Z time,
to the selected virtual page VP is not less than the second
low-side access frequency threshold Ibl (SP57). When the
CPU 31 obtains a positive result in the foregoing determi-
nation, the CPU 31 determines the storage hierarchy and
area attribute which are proper as the placement destination
of the data written in the selected virtual page VP as “M2”
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(SP58), and thereafter proceeds to step SP60. Moreover,
when the CPU 31 obtains a negative result in the determi-
nation of step SP57, the CPU 31 determines the storage
hierarchy and area attribute which are proper as the place-
ment destination of the data written in the selected virtual
page VP as “L2” (SP59), and thereafter proceeds to step
SP60.

Subsequently, when the CPU 31 proceeds to step SP60,
whether the processing of step SP31 onward has been
completed for all virtual pages VP in the respective virtual
volumes VVOL in the storage apparatus 4 to which data was
written therein is determined (SP60).

When the CPU 31 obtains a negative result in the fore-
going determination, the CPU 31 returns to step SP30, and
thereafter repeats the processing of step SP30 to step SP60
while sequentially switching the virtual page VP selected in
the step SP30 to another virtual page VP.

When the CPU 31 obtains a positive result in step SP 60
as a result of the processing of step SP31 onward has been
completed for all virtual pages in the respective virtual
volumes VVOL in the storage apparatus 4 to which data was
written therein, the CPU 31 ends this proper hierarchy
determination processing.

(3-4) Relocation Processing

FIG. 14 shows the processing routine of the relocation
processing to be executed by the CPU 31 subsequent to the
foregoing proper hierarchy determination processing. The
CPU 31 relocates, with respect to the virtual page VP in
which the storage hierarchy and area attribute to which
belongs the currently assigned logical page LP differs from
the storage hierarchy and area attribute that were determined
as being proper in the proper hierarchy determination pro-
cessing, the data written in that virtual page VP to the
physical page PP corresponding to the logical page LP to
which the proper storage hierarchy and area attribute belong
according to the processing routine shown in FIG. 14.

For all practical purposes, the CPU 31 determines
whether there is a virtual page VP in which data relocation
is required when the foregoing proper hierarchy determina-
tion processing explained with reference to FIG. 13A and
FIG. 13B is ended (SP70). This determination is made by
determining, with respect to the virtual page VP in the
respective virtual volumes VVOL to which data is written
therein, whether it is a virtual page VP in which the storage
hierarchy and area attribute to which the currently assigned
logical page LP belongs differ from the storage hierarchy
and area attribute that were determined as being proper in
the foregoing proper hierarchy determination processing,
and whether there is a virtual page VP to which the pro-
cessing of step SP71 onward has not yet been performed.

When the CPU 31 obtains a positive result in the fore-
going determination, the CPU 31 selects one virtual VP in
which data relocation is required, and determines whether
the there is free space in the storage hierarchy that was
determined as being proper in the foregoing proper hierar-
chy determination processing regarding the selected virtual
page VP (this is hereinafter referred to as the “corresponding
virtual page VP”) (SP71). When the CPU 31 obtains a
negative result in the foregoing determination, the CPU 31
cancels the relocation processing of the corresponding vir-
tual page VP, and causes the management device 36 (FIG. 1)
to display a warning to the effect that there is no free space
in the storage area for storing the data written in the
corresponding virtual page VP (SP76). The CPU 31 there-
after returns to step SP70.

Meanwhile, when the CPU 31 obtains a positive result in
the determination of step SP71, the CPU 31 determines
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whether there is an unused logical page LP belonging to an
appropriate area attribute in the storage hierarchy that was
determined as being proper in the foregoing proper hierar-
chy determination processing regarding the corresponding
virtual page VP (SP72). When the CPU 31 obtains a negative
result in the foregoing determination, the CPU 31 proceeds
to step SP76 and, after performing step SP76 in the same
manner as described above, returns to step SP70.

Meanwhile, when the CPU 31 obtains a positive result in
the determination of step SP72, the CPU 31 newly assigns
the unused logical page LP selected in step SP70 to the
corresponding virtual page VP, and controls the correspond-
ing storage device 30 to migrate the data written in the
corresponding virtual page VP to the physical page PP
associated with that logical page LP (SP73).

Subsequently, the CPU 31 updates the foregoing logical
page assignment destination management table in accor-
dance with the processing of step SP73, and updates, in the
page management table 40 (FIG. 9), the contents of the entry
(line) corresponding to the logical page LP of the relocation
destination that was newly assigned to the corresponding
virtual page VP in step SP73 to the contents after relocation
(SP74).

In addition, the CPU 31 updates the contents of the entry
(line) corresponding to the logical page LP of the relocation
source in the page management table 40 (FIG. 9) to the
contents after relocation (SP75), and thereafter returns to
step SP70. The CPU 31 thereafter repeats the processing of
step SP70 to step SP76 while sequentially switching the
corresponding virtual page VP selected in step SP70 to
another virtual page VP.

Subsequently, when the CPU 31 obtains a negative result
in step SP70 as a result of the processing of step SP70 to step
SP76 being eventually completed for all virtual pages VP in
which the storage hierarchy and area attribute to which the
currently assigned logical page LP belongs differ from the
storage hierarchy and area attribute which were determined
as being proper in the proper hierarchy determination pro-
cessing, the CPU 31 ends this relocation processing.

(4) Effect of this Embodiment

As described above, with the computer system 1 accord-
ing to this embodiment, since the storage apparatus 4
determines the proper storage hierarchy as the placement
destination of the data written in the respective virtual pages
VP of the virtual volume VVOL based on the access
frequency (Ix, ly, 1z) of a plurality of measurement cycles,
the data written in the virtual page VP of the virtual volume
VVOL can be placed in a logical page LP belonging to a
more proper storage hierarchy from both a long-term per-
spective and a short-term perspective.

Consequently, it is possible to effectively prevent the
occurrence of a drawback where a high performance storage
area is occupied by data with a temporarily high access
frequency and the reply performance of the storage appara-
tus 4 is consequently deteriorated, and thereby realize a
storage apparatus capable of preventing the workload of
system operation from increasing while preventing the dete-
rioration of system performance.

(5) Other Embodiments

Note that, while the foregoing embodiment explained a
case of applying the present invention to the storage appa-
ratus 4 configured as shown in FIG. 1, the present invention
is not limited thereto, and the present invention can be
broadly applied to storage apparatuses of various other
configurations that are equipped with a hierarchy control
function.
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Moreover, while the foregoing embodiment explained a
case of configuring the storage hierarchies from the three
hierarchies of the first to third storage hierarchies, the
present invention is not limited thereto, and the present
invention can also be applied to a two-hierarchy configura-
tion or a configuration of four hierarchies or more.

In addition, while the foregoing embodiment explained a
case of preparing and using the first and second access
frequency thresholds Ia, Ib and the first and second high-side
access frequency thresholds lah, Ibm, and the first and
second low-side access frequency thresholds lam, Ibl as the
thresholds to be used upon determining the proper storage
hierarchy as the placement destination of data written in a
virtual page of the virtual volume, the present invention is
not limited thereto, and, in order to simply management, it
is also possible to determine the proper storage hierarchy as
the placement destination of data written in the virtual page
of the virtual volume VVOL by only using the first and
second access frequency thresholds Ia, Ib; that is, without
using the first and second high-side access frequency thresh-
olds Iah, Ibm and the first and second low-side access
frequency thresholds lam, Ibl.

However, in the foregoing case, the threshold for deter-
mining the appropriate placement destination of data stored
in the temporary storage area (H3, M3, L.3) of a lower-level
storage hierarchy as the long-term storage area (H2, M2, [.2)
of a higher-level storage hierarchy and the threshold for
determining the appropriate placement destination of data
stored in the temporary storage area of a higher-level storage
hierarchy as the long-term storage area of a lower will be the
same value (first and second access frequency thresholds Ia,
Ib) between two consecutive storage hierarchies, and there
is a problem in that this will consequently result in the
frequent relocation of data, and increase the load of the
controller 22 (FIG. 1) of the storage apparatus 4.

Thus, from this perspective, as a result of providing the
first and second high-side access frequency thresholds lah,
Ibm and the first and second low-side access frequency
thresholds Iam, Ibl in addition to the first and second access
frequency thresholds Ia, Ib as in this embodiment, the
threshold for determining the proper placement destination
of'the data stored in the temporary storage area of the storage
hierarchy of a lower level as the long-term storage area of
the storage hierarchy of a higher level and the threshold for
determining the proper placement destination of the data
stored in the temporary storage area of the storage hierarchy
of a higher level as the long-term storage area of the storage
hierarchy of a lower level can be set to be different values
between two consecutive storage hierarchies, and it is
thereby possible to yield the effect of reducing the load of
the controller 22 of the storage apparatus 4.

In addition, while the foregoing embodiment explained a
case of enabling the setting of fixing data in a specific
storage hierarchy in data units, the present invention is not
limited thereto, and, for example, the storage apparatus 4
may be configured so that the setting may be performed in
virtual volume VVOL units or in virtual page units.

Furthermore, while the foregoing embodiment explained
a case of executing the determination processing (processing
explained above with reference to FIG. 13B) of determining
the proper storage hierarchy as the placement destination of
data placed in the temporary storage area (H3, M3, L3) of
the respective storage hierarchies at the same timing as the
determination processing (processing explained above with
reference to FIG. 13A) of determining the proper storage
hierarchy as the placement destination of data placed in the
long-term storage area (H2, M2, [.2) of the respective



US 9,448,740 B2

21

storage hierarchies, the present invention is not limited
thereto, and, for example, the determination processing
explained above with reference to FIG. 13A (or the deter-
mination processing explained above with reference to FIG.
13 A and the determination processing explained above with
reference to FIG. 13B) and the determination processing
explained above with reference to FIG. 13B may be
executed at a different timing. For example, the determina-
tion processing explained above with reference to FIG. 13A
(or FIG. 13A and FIG. 13B) and the relocation processing
explained above with reference to FIG. 14 to be executed
subsequently may be executed in the Y time cycle or at a
different timing, and the determination processing explained
above with reference to FIG. 13B and the relocation pro-
cessing explained above with reference to FIG. 14 may be
executed in a separate cycle (for example, Z time cycle) or
timing.

In addition, while the foregoing embodiment explained a
case of configuring the access for measuring the access
frequency of each of the plurality of measurement cycles for
each of the virtual pages VP in the virtual volume VVOL,
the hierarchy determination unit for determining, based on
the measurement result of the access frequency measure-
ment unit, the storage hierarchy which is proper as a
placement destination of the data written in each of the
virtual pages VP of the virtual volume VVOL, and the
relocation unit for relocating, with respect to the virtual page
VP among each of the virtual pages VP of the virtual volume
VVOL in which the storage hierarchy to which belongs the
storage area storing the data written in that virtual page VP
differs from the storage hierarchy that was determined as
being proper as the placement destination of that data by the
hierarchy determination unit, the data written in that virtual
page VP to the storage area to which belongs the storage
hierarchy that was determined as being proper by the
hierarchy determination unit from the CPU 31 (FIG. 1)
which governs the operational control of the overall storage
apparatus 4, the present invention is not limited thereto, and
the access frequency measurement unit, the hierarchy deter-
mination unit and the relocation unit may also be configured
from a dedicated CPU or the like other than the foregoing
CPU 31.

INDUSTRIAL APPLICABILITY

The present invention can be applied to a storage appa-
ratus that is equipped with a hierarchy control function.

REFERENCE SIGNS LIST

1...computer system, 3 . . . business server, 4 . . . storage
apparatus, 22 . . . controller, 30 . . . storage device, 31 . . .
CPU, 32 . . . memory, 36 . . . management device,
VOL . . . logical volume, VVOL . . . virtual volume,
PL . . . logical page, PP . . . physical page, VP . . . virtual
page, PL . . . pool, H1, M1, L1 . . . fixed storage area, H2,
M2, L2 . . . long-term storage areca, H3, M3, L3 . . .
temporary storage area, X, Y, Z . . . time, la . . . first access
frequency threshold, Iah . . . first high-side access frequency
threshold, lam . . . first low-side access frequency threshold,
Ib . . . second access frequency threshold, Ibh . . . second
high-side access frequency threshold, Ibm . . . second
low-side access frequency threshold, 40 . . . page manage-
ment table, 41 . . . hierarchy management table.

The invention claimed is:

1. A storage apparatus coupled to a host computer, the
storage apparatus comprising:
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a plurality of storage devices configured with a plurality
of storage tiers including a first tier corresponding to
storage devices with high performance, a second tier
corresponding to storage devices with middle perfor-
mance, and a third tier corresponding to storage devices
with low performance; and

a controller configured to:

define two levels of storage areas in each of the plurality
of storage tiers, which correspond to a long-term stor-
age area and a short-term storage area,

provide a virtual volume including a plurality of virtual
areas to the host computer;

allocate a page from a pool of the plurality of storage
devices to a certain virtual area of the plurality of the
virtual areas according to a write request from the host
computer dynamically;

upon allocating a page, determine one of the plurality of
storage tiers from the first tier, the second tier, or the
third tier and the long-term storage area or the short-
term storage area in the determined storage tier as an
appropriate storage tier and a storage area, by compar-
ing two access frequencies on a basis of virtual area of
the plurality of virtual areas with a plurality of thresh-
olds, in which the two access frequencies are measured
as a long-term access frequency and a short-term access
frequency;

reallocate the page by migrating data corresponding to the
virtual area from a current page belonging to a current
storage tier and storage area to a new page belonging to
the appropriate storage tier and storage area, if the
appropriate storage tier and storage area is different
from the current storage tier and storage area,

wherein the controller is configured to:

determine whether the virtual area corresponds to the
long-term storage area in any of the first, second, or
third storage tiers,

if the determination is positive, compare the long-term
access frequency of the virtual area with a first thresh-
old of the plurality of thresholds,

if the long-term access frequency of the virtual area is
larger than the first threshold, compare the short-term
access frequency of the virtual area with a second
threshold of the plurality of thresholds,

if the short-term access frequency of the virtual area is
larger than the second threshold, determine the long-
term storage area of the first storage tier as the appro-
priate storage tier and the storage area.

2. The storage apparatus according to claim 1,

wherein, if the short-term access frequency of the virtual
area is smaller than the second threshold, the controller
is configured to determine the short-term storage area
of the second storage tier as the appropriate storage tier
and the storage area.

3. The storage apparatus according to claim 1,

wherein the controller is configured to:

if the long-term access frequency of the virtual area is
smaller than the first threshold, compare the long-term
access frequency of the virtual area with a third thresh-
old of the plurality of thresholds,

if the long-term access frequency of the virtual area is
larger than the third threshold, compare the short-term
access frequency of the virtual area with a fourth
threshold of the plurality of thresholds,

if the short-term access frequency of the virtual area is
larger than the fourth threshold, determine the short-
term storage area of the first storage tier as the appro-
priate storage tier and the storage area.
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4. The storage apparatus according to claim 3,

wherein the controller is configured to:

if the long-term access frequency of the virtual area is
smaller than the third threshold, compare the short-term
access frequency of the virtual area with a sixth thresh-
old of the plurality of thresholds,

if the short-term access frequency of the virtual area is
larger than the sixth threshold, determine the short-term
storage area of the second storage tier as the appropri-
ate storage tier and the storage area.

5. The storage apparatus according to claim 4,

wherein, if the short-term access frequency of the virtual
area is smaller than the sixth threshold, the controller is
configured to determine the long-term storage area of
the third storage tier as the appropriate storage tier and
the storage area.

6. The storage apparatus according to claim 3,

wherein the controller is configured to:

if the long-term access frequency of the virtual area is
smaller than the first threshold, compare the long-term
access frequency of the virtual area with the third
threshold of the plurality of thresholds,

if the long-term access frequency of the virtual area is
larger than the third threshold, compare the short-term
access frequency of the virtual area with a fourth
threshold of the plurality of thresholds,

if the short-term access frequency of the virtual area is
smaller than the fourth threshold, compare the short-
term access frequency of the virtual area with a fifth
threshold of the plurality of thresholds,

if the short-term access frequency of the virtual area is
larger than the fifth threshold, determine the long-term
storage area of the second storage tier as the appropri-
ate storage tier and the storage area.

7. The storage apparatus according to claim 6,

wherein, if the short-term access frequency of the virtual
area is smaller than the fifth threshold, the controller is
configured to determine the short-term storage area of
the third storage tier as the appropriate storage tier and
the storage area.

8. A storage apparatus coupled to a host computer, the

storage apparatus comprising:

a plurality of storage devices configured with a plurality
of storage tiers including a first tier corresponding to
storage devices with high performance, a second tier
corresponding to storage devices with middle perfor-
mance, and a third tier corresponding to storage devices
with low performance; and

a controller configured to:

define two levels of storage areas in each of the plurality
of storage tiers, which correspond to a long-term stor-
age area and a short-term storage area,

provide a virtual volume including a plurality of virtual
areas to the host computer;

allocate a page from a pool of the plurality of storage
devices to a certain virtual area of the plurality of the
virtual areas according to a write request from the host
computer dynamically;

upon allocating a page, determine one of the plurality of
storage tiers from the first tier, the second tier, or the
third tier and the long-term storage area or the short-
term storage area in the determined storage tier as an
appropriate storage tier and a storage area, by compar-
ing two access frequencies on a basis of virtual area of
the plurality of virtual areas with a plurality of thresh-
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olds, in which the two access frequencies are measured
as a long-term access frequency and a short-term access
frequency;

reallocate the page by migrating data corresponding to the
virtual area from a current page belonging to a current
storage tier and storage area to a new page belonging to
the appropriate storage tier and storage area, if the
appropriate storage tier and storage area is different
from the current storage tier and storage area,

wherein the controller is further configured to measure a
middle-term access frequency on a basis of virtual area,

wherein the controller is configured to determine whether
the virtual area corresponds to the long-term storage
area in any of the first, second, or third storage tiers,

wherein, if the determination is negative, the controller is
configured to determine whether the virtual area cor-
responds to the short-term storage area in the first
storage tiers,

wherein, if the determination is positive, the controller is
configured to compare the middle-term access fre-
quency of the virtual area with a seventh threshold of
the plurality of thresholds,

wherein, if the middle-term access frequency of the
virtual area is larger than the seventh threshold, the
controller is configured to determine the long-term
storage area of the first storage tier as the appropriate
storage tier and the storage area.

9. The storage apparatus according to claim 8,

wherein, if the middle-term access frequency of the
virtual area is smaller than the seventh threshold, the
controller is configured to determine the long-term
storage area of the second storage tier as the appropri-
ate storage tier and the storage area.

10. The storage apparatus according to claim 8,

wherein the controller is configured to determine whether
the virtual area corresponds to the short-term storage
area in the first storage tiers,

wherein, if the determination is negative, the controller is
configured to determine whether the virtual area cor-
responds to the short-term storage area in the second
storage tiers,

wherein, lithe determination is positive, the controller is
configured to compare the middle-term access fre-
quency of the virtual area with an eighth threshold of
the plurality of thresholds,

wherein, if the middle-term access frequency of the
virtual area is larger than the eighth threshold, the
controller is configured to determine the long-term
storage area of the first storage tier as the appropriate
storage tier and the storage area.

11. The storage apparatus according to claim 10,

wherein, lithe middle-term access frequency of the virtual
area is smaller than the eighth threshold, the controller
is configured to compare the middle-term access fre-
quency of the virtual area with a ninth threshold of the
plurality of thresholds,

wherein, if the middle-term access frequency of the
virtual area is larger than the ninth threshold,

the controller is configured to determine the long-term
storage area of the second storage tier as the appropri-
ate storage tier and the storage area.

12. The storage apparatus according to claim 11,

wherein, if the middle-term access frequency of the
virtual area is smaller than the ninth threshold, the
controller is configured to determine the long-term
storage area of the third storage tier as the appropriate
storage tier and the storage area.
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13. The storage apparatus according to claim 10,

wherein the controller is configured to determine whether
the virtual area corresponds to the short-term storage
area in the second storage tiers,

wherein, if the determination is negative, the controller is
configured to compare the middle-term access fre-
quency of the virtual area with a tenth threshold of the
plurality of thresholds,

wherein, if the middle-term access frequency of the
virtual area is larger than the tenth threshold, the
controller is configured to determine the long-term
storage area of the second storage tier as the appropri-
ate storage tier and the storage area.

14. The storage apparatus according to claim 13,

wherein, if the middle-term access frequency of the
virtual area is smaller than the tenth threshold, the
controller is configured to determine the long-term
storage area of the third storage tier as the appropriate
storage tier and the storage area.

15. A storage apparatus coupled to a host computer, the

storage apparatus comprising:

a plurality of storage devices configured with a plurality
of storage tiers including a first tier corresponding to
storage devices with high performance, a second tier
corresponding to storage devices with middle perfor-
mance, and a third tier corresponding to storage devices
with low performance; and

a controller configured to:

define two levels of storage areas in each of the plurality
of storage tiers, which correspond to a long-term stor-
age area and a short-term storage area,
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provide a virtual volume including a plurality of virtual
areas to the host computer;

allocate a page from a pool of the plurality of storage
devices to a certain virtual area of the plurality of the
virtual areas according to a write request from the host
computer dynamically;

upon allocating a page, determine one of the plurality of
storage tiers from the first tier, the second tier, or the
third tier and the long-term storage area or the short-
term storage area in the determined storage tier as an
appropriate storage tier and a storage area, by compar-
ing two access frequencies on a basis of virtual area of
the plurality of virtual areas with a plurality of thresh-
olds, in which the two access frequencies are measured
as a long-term access frequency and a short-term access
frequency;

reallocate the page by migrating data corresponding to the
virtual area from a current page belonging to a current
storage tier and storage area to a new page belonging to
the appropriate storage tier and storage area, if the
appropriate storage tier and storage area is different
from the current storage tier and storage area,

wherein the controller is further configured to define a
fixed storage area other than the long-term storage area
and the short-term storage area in each of the storage
tiers, and allocate a page to the fixed storage area in any
of the storage tiers based on user instruction.
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